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Benefit of knowing a covariate

Gender

Drug? Recover

Women are more likely to take the drug, but have lower recovery rate

Should draw the conclusion from data segregated by gender.

Drug helpful

Drug harmful



The toxic effect of knowing a covariate

??Should draw the conclusion from data segregated by BP?? NO!

Drug reduces the number of High BP people

Drug?

BP Recover



Structural Causal Models

SCM

Sex Height

Performance

U1 U2

U3V: endogenous variable
 

U: exogenous variable

Binomial?



Causal Discovery
• Constraint-based Methods

• PC algorithm

• Score-based Methods

• GES (Greedy Equivalence Search)

• Deep Learning

• CausalGAN

• etc. PC algorithm Outline



Graph before and after intervention. X is the application of 

drug, Y is whether the person is cured, and Z is the gender.

Interventions

• Intervention:  P(Y=y | X=1) vs. P(Y=y | do(X=1))

• Want to know:

• Adjustment Formula:

Backdoor Criterion

• Block all spurious paths 

• Leave direct paths

• Create no new spurious paths



Interventions: Backdoor Criterion

Backdoor Criterion

• Block all spurious paths between X and Y

• Leave direct paths from X to Y

• Create no new spurious paths

P(Y=y | do(X=1), W=w) ?

P(Y=y | do(X=1)) = P(y | x)

creates spurious path X→W←Z T →Y

Z X

W

UZ UX

UW

P(Z) = P(Z | X) but P(Z | W) ≠ P(Z | X, W) 

Daily RL study time Daily CI study time

Daily study time



Interventions: Backdoor Criterion

Backdoor Criterion

• Block all spurious paths between X and Y

• Leave direct paths from X to Y

• Create no new spurious paths
P(Y=y | do(X=1), W=w) ?

creates spurious path X→W←Z T →Y

Block spurious path by conditioning on T



Interventions: Practical estimation

• Adjustment Formula:

• Inverse Probability Weighing:  

* Propensity Score: P(X=x | Z=z) ≈ g(x, z)

Too few data per strata when 

there are too many covariates



Counterfactuals

• Intervention: E(Y | do(X=x))

• Counterfactual: E(YX=1 | X=0, YX=0=y) What if ?

Original WorldNew world

• E(Y | do(X=1), Z=1) = E(Y | do(X=0), Z=1)

   

• E(YX=1 | Z=1) ≠ E(YX=0 | Z=1)

For those who have skill 

level 1, no matter obtained 

in college or not

For those who have skill 

level 1, what if they went to 

college? (Z will be bigger)



Counterfactuals

Three steps in computing counterfactuals:

1. Abduction: solve for Ui

2. Action: modify X

3. Prediction: predict YX

1. Abduction: Z=1, thus U1=X=0, U2=1.

2. Action: X=1

3. Prediction: Y=(a+1)b



Counterfactuals: Practical Estimation

* Model parameters unknown

* Time travel not allowed
We have a powerlifting program. Let X=1 represent 

taking the program and Y represent strength after 

two weeks. We find:

E[Y|X=1] > E[Y|X=0]

X=1 people might be more interested in training to 

begin with. What we are interested in is actually:

E[Y1|X=1] − E[Y0|X=1]

E[Y0|X=1] can be estimated 

if we know some covariates.

Thus E[Y0|X=1] 
    

    =
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